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Simulation of the Layer-Growth Dynamics in Silver Films:
Dynamics of Adatorn and Vacancy Clusters on Ag(1(X))

Arnhur F. Voter

Theoreiical Division, MS J569, Los Alamos National Laboratory
Los Alamos, New Mexico 87545

ABSTRACT

S:mulation results are presented for some dynamical processes occurring in the
growth cf (100) iayers of silver. The overlayer dynamics are evolved using a
recently developed method that, in the regime where surface diffusion consists of
discrete hops. yields classically exact dynamics for an arbitrary interatomic potential.
The time-scale limitations of direct molecular dynamics simulations are thus
overcome. The Ag/Ap(100) system is modeled using a sophisticated form of
interaction potential, similar to the embedded atom method, in which the energy is
given by a surn of pairwise interactions plus u term for each atom that depends on the
local atomic density. This type of potential includes the manyv-body terms necessary
to describe a vanety of atemic environments, such as the perfect fcc metal. free
surfaces, vacancies, interstitials, and even the diatomic molecule. but with the
computationai scaling of a simple pair potential. The present study focuses on some
of the dynamics in & single layer of silver: the diffusion and dissociation of clusters of
adatoms and vacanc’es. Some interesting features are observed, including a
nonmonotenic decrease in diffusion constant with increasing cluster size, and a
rougkly constant .nean square distance a clusrer migrates before dissociation (ejection

of a monom?art),

The growth of crystals anid thin films, because of
their widespread technological importance.!-2 has
reccived considerable theoretical auention,’ ofien in
the iorm of atomistic computer simulations ¥ To
make predictions about film growth, these simulations
must model Jarge systems over long time scales. To
facilitate thix, simpiifying assumptions are made abou
the microscooic details of the growth process. Because
some macroscepic propeitics nf a sysiem are reladvely
insensitive to the details of the urderlying microscopic
foree laws and dynamics, a miadel system that iy
properly chosen and properly applied can yield quie
useful results, For exar sple, the simple solid on volid
mindel! correctly predicts the roughening transition
and other fratues of & growmyg crystal, even though
the crystal pachimg s nonphy sical, surface ditfusion s

omitted, and the interatomic forces are reduced to a
single parameter. In more sophisticated simlations,
commoniy emploved simpulications include restricting
the film to two dimensions, the use of hard spheres or
hard spheres with additive interactions.

As an altemative to the model system appruach, one
can attempt to simulate thin film growth while
maintaining a connection to the true microscopic force
laws. In other words, for an arbitrary incratomic
potental (which can, in principle, be chosen to be
fairly realisue for the sysiem ol interest) one follows
the growth process using classical dynannes.

The most direct way to accomplish this s by
intepratiog a dassical trajectory involving a few
hundied or thousand atoms pepresenting the substrate
plus thin film, wk-le penodically imtroducing new



atoms to the system from the gas phase.? Since the
system'’s evolution is governed by the proper force
laws, the resulting features (columnar growth,
formation of voids, eic.) are physically correct tor the
chosen interatomic potential. However, this direct
molecular dynamics (MD) approach is currently
limited to simulation of a few thousand atoms for
approximately a nanosecond or less, due to the present
speed of computers. With these restrictions, the most
meaningful results are obtained by simulating
close-packed surfaces (e.g., fcc(111), which have
lower activation barriers for diffusion, at relatively
high temperatures.

We have recently dev=loped a different appreach to
this type of problem.!? With certain restrictions, the
method provides classically exact surface dynamics
over long time scales. The method is designed to treat
the overlayer dynamics for a submonolayer coverage
of adsorbates on a perfect crystal face. As such, it is
well suited for modeling Frank-van der Merwe
(layer-by-layer) film growth. Ideally, one would like
to treat film growth in the general case, with
adsorption, desorption, three-dimensional clusters,
voids, etc. In principle, this method can be extended to
nandle such processes (as discussed below), but it is
currently in its infant stages. At the present time, this
approach offers access to dynamical properties that
cannot be calculated by direct MD, and. as such, the
two methods ure complimentary. Even though rieithe -
approach is capable of a full-scale simulation of genera,
film growth, the results can be used to improve the
parameterization of more macroscopic models, or to
test assumptions in these models.

The study presented here is meant to be a
demonstration of the feasibility of this new method for
calculating dynamical properties important to film
growth using a realistic interatomic potential.  In
particular, we examine the diffusion and dissociation of
two-dimensional clusters of silver atoms on the
Ag(100) surface. The silver interactions are provided
by a state-of the-ant embedded-atom type of potential,
described in Section 2. To the extent that this potential
is realistic. the calculated dynamical properties should
be appropriate for a (100} layer of a silver film that is
thick enough to be unpertutbed by the underlying
substrate.
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R POTENTIAL F ILVER

Because the results of a molecular dynamics or
Monte Carlo simulations are only as accurzte as the
underlying interatomic potential, there is a motivation
to develop high-qusality potentials. Daw and Baskes!!
have recently presented a new form of interatomic
potential, known as the embedded atom method, in
which the tota! energy of a homonuclear system of n
atoms 1S written as

L=2) ¢(ru.)+z Flp] . .n
1

Nty

where

P| = Zp(r

21y

U) (2.2)

Here, Tij is the scalar distance between atoms i and j:
o(r) is the pairwise interaction term; p(r) is a function
that is roughly the electron density at a distance r from
an atom; and F[p] is the "embedding function.” This
type of potential is discussed i1 detail elsewhere!!-13
and has been quite successful in providing a reasonably
quantitative description of metaliic systems in a varicty
of simulations.!4 We briefly discuss hcre some of the
key features of this form of potential. and how we have
chosen to parameterize ¢(r), p/r) and F(p) for Ag.

If Eq. (2.1) is truncaied after the first sum. a simple
pair potential results. Such a potennial has the virtue of
cornputational simplicity and ease of parameterization,
but suffers from some defects. ['or example, the
vacancy fo-mation energy (AL, ' 1s equal to the
cohesive encrgy (E ). and the elastic constants ¢
and c 4 are also equal, while neither of these equalities
holds {or reai metal crystals. In a Lennpard-Jones
pairwise aescription of silver, the melting point is ~2.8
times to high.!S The simple pur potential can be
improved by introduci. @ a volume deperdence. ie., n
pair potential is derived that is appropriaie for a
particular density, or volume, of the system.10 The
motivation for this atises from viewing the metal
crystal as iony immersed in a backpround clectron
gan 17 19 The enerpy will depend strongly on the
density of the electron gas and, hence. the volume of
the system. While thic modification to the pan
potential corredis the three problems mennoned above,



it introduces the restriction that major defects such as a
{ree surface cannot be treated, since the system cannot
be characterized by a constant volume.

The embedded atom method allows a solution to
this problem. In Eq. (2.1), the pair potential is
augmented by a sum of embedding functions which, in
effect, provide a local volume coniribution to the
cnergy for each atom. This is because p; acts as a
sensor for the crowding of atoms about atom i. Hence,
with this form of potential, systems with a wide
variation in density can be treated. The embedding
function, F, provides a many-body contribution to the
energy (assuming F is not purely linear), but the
computational work involved .n evaluating the encrgy
and derivatives from Eq. (2.1) scales the same as a
simple pair potential. However, there is no implicit
angular dependence in Eq. (2.1). so it is inappropriate
for systems with strongly directional bonding.

We now briefly describe the parameterization used
in the present study for fcc silver. The details of both
the fitiing procedure and the paramelerization
philosophy can be found elsewhere.21.22 The pair
potential is taken to be a Morse potential.

0(r) = Dp{ 1 - expl-ap(r-Ryp1)2 (2.3)

with three adjustable parameters, Ry, Dy and ay.
The density function is defined as

p(r) = rPle-Prs+ 5120-2Pr) | (2.4)
which is designed to roughly mimic the electron
density of a transition metal atom,2) with adjustable
parameter B. Both ¢(r) and p(r) are modified 1o go
smoothly to zero at a cutoff distance, r,,. which is also
an adjustable parameter. Following Foiles et al }4.24
for each choice o these five parameters, F(p) is

defined by specifying that the total energy [from Lq.
(2.1)] of an fee erystal follow the form

EG®) = B p (14 02%)ed* (25
where a® is a reduced distance vanable given by
0* = (w/a, - D/ (E PRI (2.6)
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Here a is the lattice constant, a, is the equilibrium
lattice constant, B is the bulk modulus, E g, is the
cohesive energy of the fcc crystal, and € is the atomic
volume. The use of Eq. (5) to define F(p) is motivated
by the finding of Rose et al.25 that resuits of density
funcrional calculations on solids show a behavior
similar to Eq. (5). This approach ensures reasonable
behavior over a wide range of atomic densities, and
leads to a potential that gives exact agreernent with the
experimental lattice constant, cohesive energy and bulk
modulus.

The five parameters (Ryy. Dy, ap. B and reyy,) are

optimized using a simplex search procedure,26 by
minimizing the root-mean-square deviation (Yyp)
between the calculated and experimental values for the
three cubic elastic constants (cyy.Cy9. And cqq). the
vacancy formation energy (AE, . ), and the bond length
(R,) and bond strength (D) of the diatomic molecule
Agy. The beec and hep crystal structures are also
required to be higher in energy than fcc. The resultirg
fit, shown in Table 1, has X ¢ = 0.15%, and the
parameter values are Dy = 0.672 eV, Ryy = 2.570 A,
ap = 1.826 A1, B= 3906 A-1,and r., =5.542 A,

TABLE 1. - Experimental properties used in fit for Ag
potential, along with the calculated values from the best
fit. The values for a,, E_.,. and B are fit exactly, duc to
the way F(p) is obtained.

a, (A) 4.094

Ecoh (€V) 2.85b

B (1012 erg cm*Y) 1.04€

¢y (1012erg em-3) 1.24¢ 124
¢12 (10 2erg cmi-3) n.934c¢ 0938
cqq (101 2erg em-Y) 0.461¢ 0461
AL, (eV) 1d 1.10
De (eV) 1.66¢ 1.66
R, (A) 251 2,504

8Reference 27
PReference 28
CReference 29
dReference 0
CReference 3
Reference 32



3. OVERLAYER DYNAMICS METHOD

‘We describe here the method used to follow the
dynamics of an evolving pattern of adsorbed atoms.
This recently developed method has been presented in
detail elsewhere.!0 The key feature of this approach is
that, for a certain class of systems, it can provide
classically exact, course-grained dynamics for the
evolution of an overlayer patiemn, starting from an
arbitrary interatomic potential. The method is
restricted to systems in which the adsorbed species bind
in registry with the surface, and to temperatures below
the melting point of the surface (since a melted surface
would not have well-defined binding sites). In the
preserit work, we further impose the condition that the
temperature be low enough that transition state theory
is valid, as discussed below. Since the focus here is on
Apg adatoms on the Ag(100) surface, the method will be
described as it applies 10 that type of system.

31, Single- liffusi

Consider a single adatom on an fcc(100) face. For
silver the stable binding site is in the fourfold hollow,
and diffusive jumps to adjacent binding sites take place
via the twofold saddle point which separate these
fourfold sites, as shown in Fig. 1. Given a parnticular
interatomic potential, which defines ihe adaiom-
substrate and substrate-substrate interactions. the
classical thermal rate constant for escape from this
binding site can be rigorously computed using
transition state theory?3.** (TST) combined wit:
dynamical corrections. In the TST approximation, the
rate constant for transfer of a sysiem between two
states is given by the thermal flux through a dividing
surface that separaies the states. (For the fec(100)
surface, a good choice for the TST dividing surface is a
square whose comers are defined by the four atoms
holding the adatom. When the adatom coordinates,
projected onto the planc parallel to the surface,
coincide with this sauare, the sysiem is at the TST
surface.) The TST rate constant is thus an equnlibrium
property of the system and can be ngorously computed
using Metropolis Monte Ca:lo methods, as described
elvewhers 5.6

Even if the 'TST surface is positioned such that the
transition flux is minimized, TST does not give the true
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dynamical rate constant, because each crossing of the
TST dividing surface does not necessarily correspond
1o a reactive state-change event. For example, a system
passing from state A to state B may jiggle around in the
region of the dividing surface, recrossing it many times
before thermalizing in state B. Moreover, for a sy.tem
consisting of surface binding sites, an energized adatom
may make multiple hops, thermalizing in a binding site
many sites away from where it started to hop. The
effects of these "correlated dynamical events” can be
accounted for in a rigorous fashion (regardless of the
position of the TST surface) using a many-state
dynamical corrections method,37 which is an extension
of a two-state formalism presented by Chandler.38
This formali.m is strictly applicable when the time
duration of the correlated dynamical events (T.,q) is
much shornter than the average time between reactive
transitions (Ty,p),

T. <<T (3.1)

corr rxn
The method is implemented computationally by
initiating a statistical sampling of classical trajectories
at the TST dividing surface and integrating them until
the correlased events cease. The result is that the true
rate constant between state i and any other state (j) of

Fig. 1. Top layer of the substrate pad used to compute
the rate constants for Ag/Ag(100). The ten binding
sites making up the local environment are shown. All
the 43 atoms shown (plus between zero and ten
environment adatoms) are allowed to relax in each of
the 2! hannonic TST computations



the system can be written as

TST
k =k

1—)

£, (3.2)

where k;LST is the TST rate of escape through the

dividing surface enclosing state i, and f3(i—)) is the
dynamical correction factor obtained from an analysis
of the half-rrajectories that originated at the boundary
to state i. The total (diffusive) escape rate from state i
is given by

k=3 KT £ i) . (33)
1— . R 1—y
J=1)

The surface diffusion process provides a good
example of the motivation for expressing the rate
constant using TST with dynamical corrections. Using
Eq. (3.1), the diffusion constant for a single adatom on
a two-dimensional periodic surface becomes

| TST 9 ’

where 4; is the distance between binding sites i and j.
In the temperature regime where Eq. (3.1) holds, it is
relatively straightforward to compute D from Eq.
(3.4). Altematively, D can be compuied from one long
classical trajectory, frorn the time derivative of the
mean squared displacement of the adatom position.
However, this is completely unfeasible at low
temperatures, due to the long time be:ween diffusive
hops of the adatom. In contrast, the trajectories in the
dynamical corrections method are only integrated for a
shon time, since they start at the TST dividing surface,
i.e., in the middle of a hop, and are only run until the
hep is completed.

In previous studies on Lennard-Jones systcms,37 we
have found that at low to moderate temperstures the
dynamical corections are usually negligible, affecting
the diffusion constant by only a few percent (compared
to the TST approximation). Moreover, we have
shown!® that reasonabiy accurate TST raes can be
calculated using a harmonic approximation. given by

KHTST = Vo €XpUEGiaie B2 Tl (3.5
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where v, is a harmonic frequency, kg is the Boltzmann
constant, T is the temperature, and E_;, and E 44, are
the energies at the adatom minimum and the saddle
point between two binding sites, respectively. These
energies are found by performinz a Newton-Raphson

- search for stationary points in the hyperspace defined
" by the Cartesian coordinates of all moving atoms. The

frequency factor v, is computed from the second
derivatives of the energy at the minimum and the
saddle point.10

For computational convenience, we make use of
this harmonic TST approximation in the present work.

3.2. Multiple, inter.

Now consider a distribution of interacting,
adsorbed adatoms. The escape rate constant for any
adatom in this overlayer will depend on its
environment of nearly adatoms. Using the methods
described above, this rate can be calculated for a hop in
a particular direction. If these hopping rate constants
are known for all atoms in the system at all times, then
by using the appropriate thermodynamic statistics, the
overlayer pattern can ve dynamically evolved. If the
rate constants are classically exact, then the overlayer
dynamics will also be classically exact, in a
course-grained sense; one can only ask about dynamical
behavior for time scales much longer than the time
between adatom hops. The spirit of the overic ns
dynamics method employed here is to precalculate .1l
possible rate constants that might be needed and store
them in a catalog that is referenced during the
dynamical simulation. More specitically, we definc a
ten-atom environment surrounding an adatom and the
emply binding site in which it will land upon hopping
to the right, as shown in Fig. 1. Since each of the ten
sites can be empty or occupied, there are 2'0=1024 raic
constants to be calcalated (some of which will be
equivalent by symmetry). Computation of this rate
catalog is carried out in an automated fashion using the
harmonic TST approximation described above. Once
the catalog has been generated, the dynamics of an
arbitrary overlayer pattern of N atoms is evolved as
fallows:

(i) Use the catalog to look up the appropriate value
of the directional escape rate, kg .. for each of the



4N, om POssible hops (each atom has four possible hop
dirzctions). For hops that are blocked by an adatom in
the adjacent binding site, k,=0.

(i) Increment the clock by

4b‘ll(‘ll’ﬂ -1
: 36
Kege (D) Go

i=1

which is the time, on average, before some atom in the
overlayer makes a hop.

(ii1) Randomly select one of the 4N, possible
hops, weighting the probability of selection of each hop
by ke

(iv) Go to (i).

As stated above, for the chosen interatomic
potential, this procedure leads to classically exact,
course-grained dynamics for the overlayer, including
the motion and response of the substrate, within the
assumption that the rate catalog is exact. The two
approximations in the cataloged rates arc of a
controlled nature: they can be tested, improved and, in
principle, eliminated. The first of these approximations
lies in the method used to compute the rate constants;
harmonic TST is employed, and the dynamical
corrections are omitted. This approximation is good at
low temperatures. The second approximation arises
from truncating the environment at ten atoms, since the
true rates will clearly depend on more distant adatoms.
The motivation for this lies in the fact that 2™ rates
must be calculated for an m-site environment. The
effect of more distant adatoms can be tested, as
discussed in the next section. In the present study, the
approximation having the greatest effect on
comparison to experiment is probably the silver
interatomic potential d=scribed in Section II, ever
though it is at the present state of the ant.

All dynamical properties that can be calculated with
standard lattice-gas inethods, such as tracer and
chemical diffusion constants, autocorrelatior functions
of adsorbate density fluctuations and island nucleation
rates, can also be computed using the present method.
The method can be used with any interutomic potential,
as long as the adsorbate binds in registry and Eg. (3.1)
is satisfied. This approach, for the first ime, provides
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a connection between stochastic lattice-gas techniques
and the interatomic potential.

To conclude this section, we briefly discuss
extensions of the method necessary to treat the more
general case of thin film growth. None of these
extensions are employed in the present work.

" Treating desorption with this method is straight-
fcrward. The rate constant catalog is augmented to
include rate constants for desorption of an adatom, so
that during the simulation, each adatom has a
possibility of desorbing or diffusing that depe..ds on its
environment. The TST desorption rate constant for a
given environment is computed from the flux through
a plane, parallel to the surface, that caps the top of the
binding site. Dynamical corrections, if desired, can be
computed by initiating trajectories from this plane and
following them for a time T .

Treating adsorption, as is necessary to model film
growth, is also straightforward. Dynamical
corrections are computed in the same way as for
desorption, and the same set of trajectories can even be
used if the impinging atoms are assumed to be in
thermal equilibrium with the growing film (i.e., the
dynamical correction factor for desorption is the same
as the thermal sticking coefficient if the TST surface is
far enough from the surface). During the simulation,
new atorns are introduced to the system at a rate
dictated by the emperature and pressure of the vapor
phase and the dynamical correction factors give the
relative probabilities of sticking, sticking in a nearly
binding site, or completely bouncing off the surface.
Note that if a nonthermal distribution of incoming
atoms is assumed (e.g., for molecular beam epitaxy),
then the dynamical correction factors niust be
computed for that distribution, and will be different
than the desomtion correction factors.

The simulation of general film growth requires that
the surface be allowed to have terraces, vacancics, ctc..
rather than being defect free as assumed above. In
principle, the rate catalog can be extended to include
jumps up or down steps. jumps in the presence of a
surface or bulk vacancy, and so forth. In practice, this
increases the nrmber of envirorment sites ()
substantially, so that calculating 2™ rate constants



becomes unfeasible. However, by judiciously choosing
the environment patterns that are important to include
for a particular case or type of precess, it may be
possible to perform this type of simulation.

4, A 1 R DYN

In this section we discuss the simulation o: the
ditfusion of two-dimensional clusters of adatoms and
vacancies on Ag(100). There have been very few
previous investigations of cluster motion (for a review,
see Ref. 39), and until recently,!0 little was known
about the motion of clusters larger than a fe's atoms.
Understanding their dynamical behavior is aseful, as
the coalescence, diffusion and dissociatior >f clusters
certainiy play a role in layer-by-layer film or crystal
growth, and in mass transpor. diffusion.

4.1 Calculational details

The Ag substrate used in the TST rare calculations
was a four-layer block of atoms with 42 atoms per
layer as shown in Fig. 1. Periodic bounc.ary conditions
were employed in the two directions parallel (o the
surface. For each harmonic TST calculation, the
primary adatom, along with between zero and ten
environment adatoms, were placed on top of this block,
and these adatoms plus all of the first layer adatorns
were allowed to move in the Newton-Raphson search.
The layer size and block depth were made large enough
to eliminate any boundary effects on t1e moving atoms.
Generation of the rate catalog wis automnated as
described previously.10 For esch of the 1024
environment patterns, a preexponen:ial factor (v) and
an activation barrier (Ep = Egzq4)e - Emin) were
stored, so that, using Eq. (3.5), the. catalog could be
employed to drive dynamics at any temperature
(though the rates become
more approximaie at higher temperatures). Unless
otherwise noted, calculations reported here were
performed at T= 500K.

The effect of allowing relaxation of more than one
substrate layer wes tested by computing TST activation
barriers for a single adatom. The barricr heights,
expressed in kcal/mol, were found to be 11.68, 11.27,
11.18, 11.16 and 11.16, respectively, for relaxation of

- - adatom removed from the system.
. required to desorb the primary adatom from the
minimum is
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zero through six layers. Thus, as found previously,*3
accurate TST barrier heights for the fcc(i00) surface
can be obtained with only one layer relaxed.

The effect of the truncation of the catalog at ten
binding sites was examined by generating a rate catalog
for the 13-site environment shown in Fig. 2. This
catalog includes six representative sites from the
second shell (A-F), along with the seven sites from the
first shell (1,2,3,5,7,8,9) thought to most strongly
interact with the outer six. For each of the 4096
environment patterns, E.;, and E; 441, Were
computed, along with E,, the energy with the primary
The energy

E1=Eoo 'Emjn ’ 4.1

the energy to desorb the adatom from the saddle point
is

E; =Ee - Eg4d)e 4.2)
and the activation energy can be writ' :n as

Er=E;-E; . (4.3)
The analysis of these energies is shown in Table 2. For

each of the 13 sites, the effect (AE) of removing the
adatom from that site was determined. For example,

. removing the adatom from site A can raise E, by as
_ much as 0.76 kcal/mol, or lower it by 0.07 kcal/mol.

These values are determined by scanning the 2048 pairs
of patterns (patterns in a pair are the same except for
the occupation of site A), and finding the largest
deviations in E,. The magnitude of AE gives an
indication of the effect a particular site has on the
catalog energies, while the difference between AE .,
and AEp, i, is a measure of the nonadditivity of the
interactions. Note that the nonaddivity effects on E 4
can be greater than 5 kcal/mol (see site 3). Of the sites
omitted from the present work (A-F), site F appears to
be most important, with AE, ranging from -0.98
kcal/mol 10 0.18 kcal/mol.

From an examination of AE|, and AE,, it is clear
that different sites are important for the accuracy of E|
than for E,. For example, the sites having more than
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Fig. 2. The 13 sites used in computing a rate catalog to
test the effect of environment size (see Table 2). To
simplify the comparison with: the 10-site environment
used in the present work, the numbering of the first ten
sites is maintained, even though only the circled sites
were included in the catalog (4,6, and 10 were
omitted). Sites A-F are outside the environment of the
10-site catalog used in the present dynamical
calculations.

Table 2. Analysis of the 13 sites in Fig. 2, according
to how much the desorption energy and activation
energy of the primary adatom changes when the site
atom is removed. AE is the change in desorption
erergy (kcal) upon site removal; AE, refers to
desorption of the primary adatum from the minimum,;
AE, refers to the desorption of the primary adatom
from the saddle point; AE 4 refers to the activation
energy of the primary adatom; min = lowest AE found
in list of all configurations; max = highest AE found
in list of all configurations.

AE, AE, AE,
site min  max min  max min max
1 -0.85 -0.02 -0.32 087 -1.56 -0.07
2 -7.24 -5.17 -7.39 205 -399 0.55
3 -0.88 -0.31 -7.98 -2.49 174 7.38
5 -7.25 -540 -1.79 -0.18 -6.82 -4.37
7 -091 -0.07 -0.32 072 -1.44 -0.16
8 -7.31 -5.76 -7.45 240 -395 063
9 -095 -042 -785 -286 206 7.30
A -0.08 0.76 -0.14 027 -007 0.76
B -005 0.32 -0.14 009 -007 030
Cc -C06 0.09 -0.11 003 -005 9.12
D -005 0.38 -0.16 039 -0.26 0.19
E -009 076 -0.15 122 -056 0.50
F -0.03 033 0.10 117  -098 O0.18
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0.5 kcal/mol effect on E; are 1,2,3,5,7,89,A, and E,
whereas the sites having more than 0.5 kcal/mol effect
on E, are 1,2,3,57,89,E, and F. Thus, using the
11-atom environment shown in Fig. 3a to compute a
catalog of E,; values and the 14-atom environment in
Fig. 3b to compute a catalog of E,44j. Values would
lead to a combined catalog converged such that any site
added to the environment would affect E 4 by less than
0.5 kcal/mol. (The union of these two environments
has 15 sites, which would require 2 x 213 calculations,
rather than 21! + 214 calculations.)

Q
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®

O
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OO0|@alOO
OO0

O
O

Fig. 3. Environments deduced from Table 2, for
computation of a catalog good to better than 0.5
kcal/mol (see text). a) 1l-site environment for
computing E . : b) 14-site environment for computing

Esaddlc'
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To improve the accuracy of the vacancy cluster
simulations presented here, a second 10-site catalog

. was computed, in which all the binding sites outside of

the 10-atom environment were occupied with Ag

_ acatoms. Comparing this catalog to the first 10-site
- catalog shows a maximum deviation in E, of 2.96

kcal/mol, a value that is in line wi. the findings above
(989/1024 cascs differed by less than 2 kcal/mol, and
807/1024 cases differed by less than 1 kcalymol). The
indices in this catalog were then transformed using a
left-right reflection with occupation inversion,

15 4
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to make the rates appropriate for a vacancy hop to the
right (i.e., an adatom hop to the left). Using this special
catalog, vacancy dynamics were evolved in exactly ! ie
same way as adatom dynamics.

The cluster diffusion constants were computed
using an independent dynamical simulation for each
cluster size. Simulations were performed on a square
gnd using periodic boundary conditions, with the grid
size chosen to prevent interaction b. tween the cluster
and its periodic image. The following describes the
procedure for one simulation.

The initial cluster configuration of n atoms was
generated by piacing atoms at random on the grid,
rejecting any placement wnat broke the connectivity of
the cluster. Two atoms are considered “connected” if
they are first or second nearest neighbors (i.e., an
adatom can be directly connected to up to 8 other
atoms). This cluster configuration was then evolved in
time, using the procedure described in Section 3, with
the restriction that if a chosen hop broke the cluster
connectivity, that hop was rejected (and the clock was
not incremented). This nonphysical restriction was
imposed so that a diffusion constant could be computed
for a well-defined cluster. An alternative approach
would be to compute a diffusion constant from the
motion of clusters that have not yet dissociated. These
two approaches become equivalent at very low
temperature39:40 (probably lower than 500K). Aftera
suitable warmup period, the diffusion constant was
computed from the time derivative of the
mean-squared displacement of the cluster center of
mass,

D =im L4 caAR? 0> (4.4)
T o 4 dt cm '
by examining equal-time snapshots taken from a long
trajectory. Typical trajectories were run for millions
of steps, corresponding to ens of milliseconds. The
mean squared displacement of a ten-atom cluster is
shown in Fig. 4.
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4.2 Results and discussion

To gain a qualitative understandiug of the overlayer
dynaraics, it is instructive to examine the rate constants
as a function of environment pattern. Figure 5 shows
some representative activation barriers from the
adatom rate catalog and from the vacancy rate catalog.
The barrier to diffusion for a single adatom is 11.3
kcal/mol. Tn principle, this activation energy can be
measured experimentally using field ion microscopy,?!
but to our knowledge, no Ag/Ag(100) measurements
have been performed. The diffusion barrier for a
vacancy is 10.7 kcal, so single vacancies are somewhat
more mobile than single adatoms. When the energy of
formation from a kink site is taken into account, the
predicted mass transport diffusion barrier is 26.1 kcal
for an adatomn and 22.6 kcal for a vacancy. Thus, this
potential predicts that vacancy monomer diffusion
dominates adatom monomer diffusion in mass
transport.

The barrier for an adatom to jump away from a
nearest-neighbor atom is 17.8 kcal/mol, 6.5 kcal
greater than free migration, indicating a strong
tendency for the silver adatoins to cluster, as expected.
In contrasi, the barrier for separating two nearest-
neighbor vacancies is cnly 1 kcal/inol higher than free
migration of a vacancy. In fact, the vacancy dimer is
more likely to dissociate (Fig. 5b) than to make a
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Fig. 4. Mean squared displacement of a 10-atom Ag
cluster at T=500K.



diffusive step (Fig. 5¢). For both the adatoms and the
vacancies, the barrier for breaking out of the comer
(Fig. 5d) or side (Fig. 5e) of a block is substantially
larger than free monomers migration.

Figure 5f shows that an adatom can move easily
along the edge of a perfect block, with a barrier of only
5.9 kcal/mol. The barrier for liberating an edge
runner from a kink site on a cluster edge is 11.6
kcal/mol (Fig. 5g). At low temperature, where clusters
tend to form tightly packed blocks, edge running can
dominate the dynamics. This makes cluster diffusion
simulation difficult, since edge running alone will not
allow a cluster to diffuse. For vacancy clusters, this
edge running has a barrier of 11.0 kcal, which will not
dominate the dynamics. The vacancy edge-running
that does occur is that of an edge-vacancy in the
vacancy cluster (i.e., an adatom), but this adatom gets
trapped at the corners, and thus does not so greatly
dominate the dynamics.

E, (adatom) E, (vacancy)

113 10.7

17.8 1.7

C) i,l: N, /&\‘.:v 1 1'6 14l3
e

9 ‘.. ) 18.7 15.6
00
00

e) 9@+ 223 220
90
VR

)@ s 1o
0000
R

0 0@ 11.6 11.8
o000
®

h) ..> 18.9 114
® X

Fig. 5. Some representative activation barriers

(kcal/mol) from the Ag/Ag(100) rate catalogs. Nolte
that by particle-hole symmetry, the barriers for the
adatom and the vacancy should be the same for (e) and

also for (). They differ due to the way the catalogs
were gencrated.
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Vacancy clusters also differ from adatom clusters
in their greater propensity ioward dissociation, as
shown in Fig. Sh. Cluster dissociation rates at
T=500K, estimated from the number of dissociating
steps that were rejected during the run (this is not a
rigorous dissociation rate), were ~103 times faster for
the vacancy clusters when compared to adatom clusters
of the same size.

Figure 6 shows the diffusion constants for clusters
up to n=100 at T=500K. As expected, monomers (n=1)
diffuse the fastest, but D, does not deccrease
monotonically with increasing cluster size. This is
because clusters that can form stable blocks (e.g.,
n=4,6,8) diffuse more slowly due to the long time
required to break out of a perfect block structure (see
Figs. 5d and Se). Thus, for example, an n=4 cluster
should have an activation barrier of 18.7 kcal/mol. In
contrast, an n=5 cluster can diffuse with a maxir1m
barrier of 12.8 kcal/mol, by following the sequence
shown in Fig. 7. These values are in agreement with
diffusional activation energies for n=4 and n=5 clusters
obtained from Arrhenius plots. Both the adatom
clusters and the vacancy clusters show this stable-block
effect.

2
q
! . Ag/Ag(100)
§F . T=500K
o L
[ >
Bl g
=R Fous
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o 0O
@ I
[ @ = adatom cluster diffusion
| O == yacancy cluster diffusion
%F M U T (S0 UV B AU O U AR e
0] \ 2 3 4 5

In(n)

Fig. 6. Cluster diffusion constants (em?/sec) for Ag or
Ag vacancies on Ag(100)



As in the previous study of Lennard-Jones
clusters,!0 the dominant diffusion meclianism for large
Ag clusters is found to be edge motion. To actually
move the cluster, an adatom must climb onto a fresh
edge from a kink site, surmounting 2 barrier of 19.2
kcal/mol, as shown in Fig. 8. This is in excellent
agreement with the activation energy (1912 kcal/mol)
obtained from an Arrherius plot of the diffusion of a
100-atom Ag cluster between T=600K and T=300K.
Figure 9 shows successive snapshots of an n=100
adatom cluster and an n=100 vacancy cluster. The
overall diffusion rates are seen 1o be roughly
comparable. The 25-configuration sequence (5 msec)
represents 1/40 of the total tajectory used to compute
Do for the vacancy cluster. In the adatom cluster,
nonproductive edge running results in three times as
nmany steps per unit time than for the vac.ncy cluster,
making computation of a diffusion corstant more
difficult.
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Fig. 7. Diffusion pathway for n=5 adatom cluster, in
which the cluster is replicated one binding site to the
right after 7 moves. The numbers are activation
barrisrs in kcal/inol. The maximum barrier 18 12.8
keal/mol.
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As mentioned above, the cluster lifetime (before
dissociation) can be estimated by dividing the total
trajectory time by the number of cluster-dissociating
steps that were rejected during the run. This is not a
rigorous calculation, but is a good approximation if
many more sieps are accepted than rejected (not always
the case in the present work). Knowing this
dissociation lifetime (1 ,) and the diffusion constant, the
root mean square distance that a cluster will diffuse
before dissociation can be estimaied by

d, =[4D,1 12 . (4.5)

It is interesting to note that fo, adatom clusters d,, lies
between 1A and 10 A for a large range of cluster sizes
(up to n=40) and temperature ( d,, decreases slowly as n
increases and as T increases). For vacancy clusters the
same effect is observed, bur with d,, about ten times
smaller. (Actual values for d,, are not given here due 10

FFig. 8. Mechanism for an adatom to climb onto a fresh
edge fro.., a kink site. The maximum barrier in this
process iy 19.2 kcal/mol. in agreement with the

Arrhenius activation energy for diffusion of a
100-gtom Ag cluster.



the uncertainty in 1 ,.) Under the right thermodynamic
conditivns, cluster diffusion may contribute
significantly to mass transport, but these small values
for d,, imply that the transport will nor be via clusters
moving long distances intact. Rather, a picture
emerges in which slowly moving clusters are in
equilibrium with rapidly moving monomers. A cluster
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Fig. 9. Egqual time shapshots of an n=100 adatom
cluster (top) and an n=100 vacancy cluster (bottom) on
Ag(100) at T=500K. The timc between snapshnts is 0.2
msec for both cases. Between successive snapshots the
adatom cluster made ~300.000 steps and the vacancy
cluster made ~95,000 steps.
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captures any adatom that comes too close, but then
ejects a monomer after it has diffused just a few
angstroms (or a few tenths of an angstrom in the case of
vacancy clusters). Thus, a cluster that has migrated a
long distance (e.g. hundreds of angstroms), probably
consists mostly of different atoms than when it started.

Another interesting feature is that a passing
monomer can act as a sort of catalyst tc enhance the
diffusion of a small block cluster. For example, below
room temperature, an n=4 cluster is virtually immobile
compared to an n=5 cluster. Thus, when the n=4
cluster absorbs a monomer, it suddenly starts 10
actively diffuse. When it later ejects a monomer, it
becomes immobile again.

3. CONCLUSIONS

The overlayer dynamics method, in conjunction
with an embedded atom-style potential, has been
applied to the classical dynamics of clusters of Ag
adatoms and vacancies on the Ag(100) surface. The
adatom cluster diffusion is qualitatively similar to the
diffusion observed for Lennard-Jones clusters on
fcc(100).10 Monomers diffuse the fastest, with
EAo=11.3 kcal/mol. Larger clusters diffuse more
slowly. though the decrease is not monotonic, because
some small clusters can form stable blocks with high
activation barrie.s to diffusion. The rate determining
step for diffusion of large clusters is the 19.2 kcal/mole
barrier for an adatom to climb onto a fresh edge from a
kink site.

Vacancy clusters were also examined, and show the
same features as adatom clusters, though they dissociate
more rapidly (by ejection of a monomer), and
nonproductive edge-running is less prevalent. A
vacancy monomer diffuses faster (E, = 10.7 kcal/mol)
than an adatom on the Ag(100) surface, and is expected
to contribute to mass transport with an activation
energy of 22.6 kcal/mol, whereas the mass transpont
barner for adatom diffusion is 26,1 kcal/mol.

Irom an estimate of the cluster dissociation
lifctime, it appears that clusters at T=500K migrate
between 1A and 10 A before dissociation (¢clusters



much larger than 100 ztoms survive for a shorter
distance), and vacancies survive for about 0.1 Ato 1 A.

The treatment of some types of thin film growth
with this methad should be possible, by incorporating
adsorption, desorption and multi-layer adatom jumps
into the catalog.
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